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Dyrektywa NIS 2 i ustawa o0 KSC - co warto
wiedziec

Dyrektywa Parlamentu Europejskiego i Rady (UE)
2022/2555 z dnia 14 grudnia 2022 r. w sprawie
srodkow na rzecz wysokiego wspolnego poziomu

i cyberbezpieczenstwa na terytorium Unii,
zmieniajgce rozporzgdzenie (UE) nr 910/2014

i dyrektywe 2018/1972 oraz uchylajgca dyrektywe
(UE) 2016/1148 znana powszechnie jako Dyrektywa
NIS 2 to kolejny akt prawny, ktory w ostatnim czasie
zostat wdrozony w UE w odpowiedzi na intensywnie
zmieniajgce sie potrzeby panstw cztonkowskich

w obszarze nowoczesnych technologii i zwigzanych
Z nimi zagrozen.

Nowe regulacje europejskie
dotyczace cyberbezpieczenstwa

Gotowosc i skutecznos¢ w obszarze
cyberbezpieczenstwa stajg sie wazniejsze niz
kiedykolwiek wczesniej dla prawidtowego
funkcjonowania rynku wewnetrznego. Wraz

Z postepujacg transformacjg cyfrowa i siecig
wzajemnych potgczen w spoteczenstwie ewoluuje
katalog cyberzagrozen. To z kolei przynosi nowe
wyzwania, ktore wymagajg dostosowanych,
skoordynowanych i innowacyjnych reakcji we
wszystkich panstwach cztonkowskich. Liczba, skala,
zaawansowanie, czestotliwos¢ oraz wptyw
incydentow stajg sie coraz wieksze i stanowig
powazne zagrozenie dla funkcjonowania sieci

i systemow informatycznych. W rezultacie incydenty
mogq znaczgco utrudniac¢ prowadzenie dziatalnosci
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gospodarczej na rynku wewnetrznym, powodowac
straty finansowe, podwazac zaufanie uzytkownikow
oraz powodowac powazne szkody dla gospodarki

i spoteczenstwa Unii.

Musimy réwniez pamietac, ze w wielu sektorach
krytycznych, cyberbezpieczenstwo nalezy do
kluczowych czynnikow umozliwiajgcych udany
przebieg transformacji cyfrowej i petne
wykorzystanie ekonomicznych i spotecznych korzysci
wynikajgcych z cyfryzacji.

Polska odpowiedz na zmiany
europejskie

Dyrektywa jest aktem ustawodawczym
wyznaczajgcym cel, ktoéry zobowigzane sg 0siggngc
kraje cztonkowskie UE, nie wskazuje ona jednak w
jaki sposob ten cel ma zostac osiggniety. Sposob
ustala kazdy kraj indywidualnie za posrednictwem
swoich wiasnych aktow prawnych.

W przypadku Dyrektywy NIS 2 do krajowego
porzgdku prawnego bedzie implementowac jg
znowelizowana ustawa o Krajowym Systemie
Cyberbezpieczenstwa, ktora obecnie jest w fazie
konsultacji i opiniowania. Termin graniczny
implementacji Dyrektywy mija 17 pazdziernika 2024.
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Ustawa przewiduje 6-miesieczny okres

dostosowawczy dla podmiotow, ktore z dniem wejscia

w zycie ustawy spelniajg przestanki uznania ich za
podmiot kluczowy albo za podmiot wazny, po ktorym
powinny realizowac swoje obowigzki wskazane w
rozdziale 3 ustawy oraz obowigzane bedg
zarejestrowac sie w wykazie podmiotow kluczowych

i podmiotow waznych zgodnie

z harmonogramem okreslonym przez ministra
wlasciwego ds. informatyzacji.

Podmioty kluczowe i wazne -
czy jestem jednym z nich

Dyrektywa NIS 2 wprowadzita szereg zmian

w odniesieniu do jej poprzedniczki tj. Dyrektywy
Parlamentu Europejskiego i Rady (UEO 2016/1148

z dnia 6 lipca 2016 r. w sprawie Srodkow na rzecz
wysokiego wspolnego poziomu bezpieczenstwa sieci
i systemow informatycznych na terytorium Unii (NIS
1), w tym zmienia dotychczasowy podziat na
operatorow ustug kluczowych, dostawcow ustug
cyfrowych i podmioty publiczne na podmioty
kluczowe i wazne. Dodatkowo katalog samych
podmiotow, ktore powinny zostac objete
wymaganiami rowniez ulegl rozszerzeniu.

Podmioty kluczowe to takie, ktorych wszelkie
zakldcenia dziatania spowodowane cyberatakiem
bedg powodowaty powazne konsekwencje dla
utrzymania kluczowych funkcji spotecznych

i gospodarczych. Wsréd nich sg nastepujgce branze:

1. Energetyka

e energia elektryczna

e system cieptowniczy lub chtodniczy

e ropa naftowa

e gaz

e wodor
2. Transport (lotniczy, kolejowy, wodny
i drogowy)

e lotniczy

e kolejowy

e wodny

e drogowy
3. Bankowos¢
4. Infrastruktura rynkow finansowych
5. Opieka zdrowotna
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6. Woda pitna
7. Scieki
8. Infrastruktura cyfrowa
e dostawcy punktu wymiany ruchu internetowego
e dostawcy ustugi DNS
e rejestr nazw TLD
e dostawcy ustug chmurowych
e dostawcy ustug osrodka przetwarzania danych
e dostawcy sieci dostarczania tresci
e dostawcy ustug zaufania
» dostawcy publicznych sieci tgcznosci
elektronicznej
e dostawcy publicznie dostepnych ustug tgcznosci
elektroniczne;j
9. Zarzadzanie ustugami ICT (miedzy
przedsiebiorstwami)
10. Podmioty administracji publicznej
11. Przestrzen kosmiczna

Podmioty wazne to natomiast te, ktore odgrywajg
istotne znaczenie w spoteczenstwie i gospodarce, ale
ich wptyw na kluczowe funkcje nie jest az tak
znaczgcy jak w przypadku kluczowych. Sg to:

1. Ustlugi pocztowe i kurierskie
2. Gospodarowanie odpadami
3. Produkcja, przetwarzanie i dystrybucja
ZyWnosci
4. Produkcja
e wyrobow medycznych
e komputerow, wyrobow elektronicznych
i optycznych
e urzgdzen elektrycznych
e maszyn i urzgdzen gdzie indziej
niesklasyfikowanych
e pojazdow samochodowych, przyczep i naczep
» pozostatego sprzetu transportowego
5. Dostawcy ustug cyfrowych
6. Badania naukowe
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Zmiana zaszla rowniez w samym wyznaczaniu takich
podmiotéw obowigzanych. Podczas gdy wczesSniej
operatorzy kluczowi byli wyznaczani poprzez decyzje
administracyjng, obecnie przez znacznie wiekszg
ilosc takich podmiotow bedzie sie to odbywato na
podstawie mechanizmu samoidentyfikacji - podmioty
bedg obowigzane zarejestrowac sie w nowym
systemie, np. poprzez strone internetowag. Status
podmiotu kluczowego lub waznego nabywa
organizacja w mocy prawa w momencie spetnienia
warunkow. Bedzie tez mozliwy szczegdlny tryb
uznania za podmiot kluczowy lub wazny na
podstawie decyzji administracyjne;j.

System bezpieczenstwa

informacji zgodny z ISO/IEC 27001
a NIS 2 i ustawa KSC - czyli jak
upiec dwie pieczenie na jednym
ogniu.

Zgodnie z art. 21 NIS 2 zaréwno podmioty kluczowe
jak 1 wazne zobowigzane sg do szacowania ryzyka dla
bezpieczenstwa informacji sieci i systemow
informatycznych wykorzystywanych przez nie do
prowadzenia dziatalnosci i Swiadczenia ustug.
Nadrzednym celem ma by¢ zapobieganie wpltywowi
incydentow na odbiorcow tychze ustug. Ponadto przy
uwzglednieniu najnowszego stanu wiedzy oraz
kosztow, podmioty objete wymogami NIS 2 powinny
wdrozy¢ odpowiednie Srodki bezpieczenstwa, ktore
CO najmniej powinny obejmowac:

e zarzgdzanie incydentami,

e opracowanie polityk analizy ryzyka
i bezpieczenstwa systemoéw IT,

e opracowanie polityk i procedur ocen skutecznosci
srodkoéw zarzgdzania ryzykiem z zakresu
cyberbezpieczenstwa,

e opracowanie polityk i procedur dotyczgcych
stosowania kryptografii i szyfrowania,

e zapewnienie ciggtosci dzialania firmy poprzez
zarzgdzanie kopiami zapasowymi, przywracanie
stanu sprzed awarii oraz zarzgdzanie kryzysowe,

e zapewnienie bezpieczenstwa tancucha dostaw,
wilgczajgc relacje z dostawcami ustug,
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e zapewnienie bezpieczenstwa w zakresie
nabywania, rozwijania i utrzymywania sieci
i systemow IT, wraz z obstugg podatnosci i ich
ujawniania,

e dobre praktyki i szkolenia z zakresu
cyberbezpieczenstwa,

e zabezpieczanie zarzgdzania zasobami, m.in.
zasobami HR,

e stosowanie uwierzytelniania wielosktadnikowego
lub uwierzytelniania cigglego i bezpiecznych
systemow komunikacji w organizacji.

Zarowno NIS 2 jak i projekt ustawy KSC praktycznie
wprost wskazujg, ze wybor odpowiednich
technicznych i organizacyjnych srodkow
bezpieczenstwa oraz budowanie systemu zarzgdzania
bezpieczenstwem informacji powinien bazowac na
powszechnie uznawanych normach europejskich

i miedzynarodowych, ktorymi niewatpliwie sg normy
z serii ISO.

3%  Wymagania, o ktérych mowa w ust. 1,
uznaje sie za spelnione, gdy podmiot
kluczowy i podmiot wazny zapewnia system
zarzgdzania bezpieczenstwem informacji, z
uwzglednieniem wymagan okreslonych w
Polskiej Normie PN-EN ISO/IEC 27001 oraz
PN-EN ISO/IEC 22301.

OczywiScie oba akty prawne wskazujg wezszy niz
wymagania standardow zakres obowigzkowych
elementow, przy czym mocne wskazania na
wdrozenie systemu zarzgdzania bezpieczenstwem
informacji sklania do refleksji, w jaki sposéb ten
system powinien funkcjonowac.

Implementacja zatozen NIS 2 i ustawy KSC poprzez
potraktowanie norm z serii ISO jako baze i dobre
praktyki w zakresie bezpieczenstwa informacji
wydaje sie by¢ najbardziej rozsgdnym

i kompleksowym rozwigzaniem, ktore powinno
zagwarantowac zaopiekowanie wszystkich
wymaganych obszaréw.
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Zyskanie zgodnosci z Dyrektywg NIS 2 oraz krajowymi regulacjami to tylko jedna z wielu zalet wynikajgcych
z wdrozenia systemu zarzgdzania bezpieczenstwem informacji. Wsréd innych mozna wskazac na:

zwiekszenie poziomu bezpieczenstwa informacji przetwarzanych w organizacji,

zarzgdzanie ryzykiem w organizacji poprzez jego identyfikacje, analize i ocene,

zwiekszenie swiadomosci personelu,

podejscie systemowe do zarzgdzania organizacjg dzieki monitorowaniu, ewaluacji i wdrazaniu kolejnych
rozwigzan,

gwarancje uzyskania certyfikatu, ktory stanowi doskonaty element marketingowy dla organizacji,

szybkg identyfikacje kontrahentow i klientéw dla wtasciwej ochrony wszystkich informacji oraz zapewnienia
ustug i produktéw odpowiedniej jakosci,

szybka identyfikacja incydentéw, btedéw i niezgodnosci,

zapewnienie cigglosci dziatania krytycznych procesow/systemow w sytuacji kryzysowe;.
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Mapowanie wymagan IS0 27001 na NIS 2 i ustawe KSC

Wymagania NIS 2 wskazane we wspomnianym juz art. 21 Dyrektywy mozna odnies¢ do wymagan
zaktualizowanego standardu ISO 27001 tj. EN ISO/IEC 27001:2022, zgodnie z ponizszg Tabelg

Zarzadzanie ryzykiem

/arzadzanie incydentami

Zarzocena skutecznosdi i
wydajnosci stosowanych
srodkowadzanie incydentami

Kryptografia i szyfrowanie

Zapewnienie ciggtosci dziatania

Zapewnienie bezpieczenstwa
tancucha dostaw

Zapewnienie bezpieczenstwa w
zakresie nabywania, rozwijania i
utrzymywania sieci i systemow
IT, wraz z obstuga podatnosci
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6.1.Dziatania majace na celu uwzglednienie zagrozen i mozliwosci (611-6.1.3)
8.2 Ocena ryzyka zwigzanego z bezpieczenstwem informac;i

8.3. Postepowanie z ryzykiem zwigzanym z bezpieczenstwem informacgiji
A.5.9. Inwentaryzacja aktywow

A.510. Akceptowalne uzycie aktywow

A.511. Zwrot aktywow

10.2 Niezgodnosci i dziatania naprawcze

A.5.24 Planowanie i przygotowanie zarzadzania incydentami bezpieczenstwa informac;ji

A.5.24. Zarzadzanie incydentami zwigzanymi z bezpieczenstwem informacji

A.5.25. Ocena i podejmowanie decyzji w sprawie zdarzen zwigzanych z bezpieczenstwem informaciji.
A.5.26. Reagowanie na procesy zwigzane z bezpieczenstwem informacji

A.5.27. Wycigganie wnioskow z incydentow zwigzanych z bezpieczenstwem informaciji

A.5.28. Gromadzenie materiatu dowodowego

9.1. Monitorowanie, pomiary, analiza i ocena

9.2. Audyt wewnetrzny

9.3. Przeglad zarzadzania

10.1. Ciggte doskonalenie

A.5.35. Przeglad bezpieczenstwa informadiji

A.5.36. Zgodnosc z politykami, zasadami i standardami dotyczacymi bezpieczenstwa informaciji
A.8.34. Zabezpieczenia audytow systemow informatycznych

A.8.24. Kryptografia

A.5.29. Bezpieczenstwo informacji podczas zaktocen
A.530. Gotowosc ICT do zapewniania ciggtosci dziatania
A.8.13. Kopie zapasowe

A 8.4. Redundancja urzadzen do przetwarzania informaciji

A.5.19. Polityka bezpieczenstwa informacji w relacjach z dostawcami

A.5.20. Uwzglednienie kontroli bezpieczenstwa informaciji w porozumieniach z dostawcami

A.5.21. Zarzadzanie bezpieczenstwem informaciji w informacyjnym i technologicznym taricuchu dostaw (ICT)
A.5.22. Monitoring i przeglad ustug swiadczonych przez dostawcow

A.5.23. Bezpieczenstwo informaciji w ustugach chmurowych

A.8.7. Ochrona przed szkodliwym oprogramowaniem

A.8.8. Zarzadzanie zagrozeniami technicznymi

A.8.9. Zarzadzanie konfiguracja

A.8.15. Rejestrowanie zdarzen

A.8.16. Dziatania monitorujace

A.8.18. Korzystanie z uprzywilejowanych programow narzedziowych
A.8.19. Instalacja oprogramowania na systemach operacyjnych/produkcyjnych
A.8.20. Zabezpieczenie sieci

A.8.21. Bezpieczenstwo ustug sieciowych

A.8.22. Rozdzielenie sieci

A.8.23. Filtrowanie sieci

A.8.25. Zabezpieczenia cyklu zycia oprogramowania

A.8.26. Wymagania dotyczace bezpieczenstwa aplikaciji

A.8.27. Zasady projektowania systemow i bezpiecznej architektury

A.8.28. Bezpieczenstwo kodowania

A.8.25. Testowanie bezpieczenstwa systemow w fazie rozwoju i akceptadji
A.8.30. Prace rozwojowe zlecane na zewnatrz

A.8.31. Oddzielenie srodowisk rozwojowych, testowych i produkcyjnych

Zrodto: opracowanie wtasne
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Mapowanie wymagan IS0 27001 na NIS 2 i ustawe KSC

7.2. Kompetencje
Dobre praktyki i szkolenia z 73. Swiadomos¢
zakresu cyberbezpieczenstwa 7.4. Komunikacja
A.6.3. Uswiadamianie, ksztatcenie i szkolenia z zakresu bezpieczenstwa informaciji

/1. Zasoby

A.6.1.Postepowanie sprawdzajgce

A.6.2.Warunki zatrudnienia

A.6.3.Uswiadamianie, ksztatcenie i szkolenia z zakresu bezpieczenstwa informacji
A.6.4.Postepowanie dyscyplinarne

A.6.5.0dpowiedzialnosc po zakonczeniu zatrudnienia lub zmiana zakresu obowigzkow
A.6.6.Umowy o zachowaniu poufnosci

A.6.7Praca zdalna

A.6.8.Raportowanie zdarzen zwigzanych z bezpieczenstwem informacgiji

/abezpieczanie zarzadzania
zasobami

A.5.15 Kontrola dostepu

A.5.16. Zarzadzanie tozsamoscia
Stosowanie uwierzytelniania A.517. Informacje uwierzytelniajgce
wielosktadnikowego lub A.5.18. Prawa dostepu
uwierzytelniania ciggtego i A.8.2. Uprzywilejowane prawa dostepu
bezpiecznych systemow A.8.3. Kontrola ograniczen dostepu do informaciji
komunikacji w organizacji A.8.4. Dostep do kodu zrodtowego

A.8.5. Bezpieczne uwierzytelnianie

A.8.12. Zapobieganie wyciekom danych

A.71. Fizyczna granica obszaru bezpiecznego
A.7.2. Fizyczne zabezpieczenia wejscC
A.73. Zabezpieczenia biur, pomieszczen i obiektow
A.74. Monitoring bezpieczenstwa fizycznego
A.75. Ochrona przed zagrozeniami zewnetrznymi i srodowiskowymi
A.76. Praca w obszarach bezpiecznych
Bezpieczenstwo fizyczne i A.7.7. Polityka czystego biurka i ekranu
srodowiskowe A.7.8. Lokalizacja i ochrona sprzetu
A.79. Bezpieczenstwo sprzetu i aktywow poza siedzibg
A.710. Nosniki
A.711. Narzedzia pomocnicze
A.712. Bezpieczenstwo okablowania
A.713. Konserwacja sprzetu
A.714. Bezpieczna utylizacja lub ponowne wykorzystanie sprzetu

5.3. Role, obowiazki i uprawniania

A.5.1.Polityki bezpieczenstwa informac;ji

A.5.2.Role i odpowiedzialnosc za bezpieczenstwo informaciji
Odpowiedzialnosc kierownika A.5.3.Rozdzielenie obowigzkow

A.5.4.0dpowiedzialnosc kierownictwa

A.5.5 Kontakt z organami wtadzy

A.5.6.Kontakt z grupami zainteresowanych specjalistow

Zrodto: opracowanie wtasne

Patrzgc na powyzsze zestawienie latwo mozna zauwazyc¢, ze wymaganiami normy ISO/IEC 27001:2022 ktore nie
odnajdujg bezposrednio powigzania z wytycznymi projektu ustawy KSC czy Dyrektyw sg wskazane w rozdziale 4
standardu tj. Kontekst organizacji oraz sg to punkty A.5.31, A.5.32 i A.5.34, ktore bezposrednio zwigzane sg

z regulacjami prawnymi w zakresie ochrony m.in. praw wtasnosci intelektualnej czy danych osobowych.
Niemniej nalezy zauwazy¢, ze wszystkie wskazane w zdaniu poprzednim wymagania bedziemy uwzgledniac

w celu zbudowania prawidtowo funkcjonujgcego systemu zarzgdzania bezpieczenstwem informacji.

Stad tez warte rozwazenia jest wdrozenie i certyfikowanie systemu, dzieki czemu organizacja pozyska
dodatkowg renome na rynku.
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Naruszenia i incydenty -
obowigzki podmiotow kluczowych
I waznych

Wdrozenie skutecznego procesu zarzgdzania
incydentami to jeden z podstawowych wymogow NIS
2 1 projektu ustawy KSC. Wiedza o rodzaju, skali czy
zrodtach incydentow to element, ktory pozwala na
cigglte doskonalenie systemu zarzgdzania
bezpieczenstwem informacji np. poprzez wykrywanie
i eliminowanie luk i stabosci.

Identyfikacja i klasyfikacja incydentéw jest rowniez
istotna z punktu widzenia wymagan prawnych, ktore
wprost naktadajg na podmioty kluczowe i wazne
obowigzek informowania odpowiednich organéw

o zaistnialych incydentach, w szczegdlnosci, jezeli
incydent ten uznaje sie za powazny.

Incydent uznaje sie za powazny, jezeli:

e spowodowat lub moze spowodowac dotkliwe
zaktocenia operacyjne ustug lub straty
finansowe dla danego podmiotu,

e wptynal lub jest w stanie wplyngc na inne
osoby fizyczne lub prawne, powodujgc
znaczne szkody majgtkowe i niemajgtkowe.
art. 23 ust. 3 NIS 2

Zgtoszenia powinny by¢ przektadane CSIRT lub
jezeli ma to zastosowanie wlasciwemu organowi
nadzorczemu.

Obowigzki wynikajgce z regulacji prawnych w
zakresie powiadamiania o incydencie a nastepnie
jego obstudze sg nastepujgce:

e w ciggu maksymalnie 24h od powziecia wiedzy o
powaznym incydencie zgloszenie tzw. wczesnego
ostrzezenia,

e w ciggu maksymalnie 72h od powziecia wiedzy o
powaznym incydencie zgloszenie incydentu oraz
przedstawienie oceny tego zdarzenia
7z uwzglednieniem dotkliwosci i skutkow,

e przedstawianie sprawozdan czgstkowych
z aktualizacjg statusu podejmowanych dziatan (na
zgdanie organu lub CSIRT),
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e w ciggu maksymalnie jednego miesigca od
zgtoszenia incydentu ztozenie sprawozdania
koncowego zawierajgcego szczegdtowy opis
incydentu, rodzaj zagrozenia lub przyczyne, ktora
byta zrédtem incydentu, zastosowanie i wdrozone
srodki ograniczajgce ryzyko oraz w stosowanych
przypadkach transgraniczne skutki incydentu.

Odmiennie niz np. rozporzgdzenie o ochronie
danych, NIS 2 nakitada na CSIRT lub wtasciwy organ
koniecznos¢ opowiedzenia podmiotowi
zgtaszajgcemu na incydent, bez zbednej zwtoki

i w miare mozliwosci w ciggu 24 godzin od
otrzymania wczesnego ostrzezenia. Organ powinien
przekazac wstepne informacje zwrotne na temat
powaznego incydentu oraz na wniosek podmiotu,
wytyczne lub porady operacyjne dotyczgce wdrozenia
mozliwych srodkéw ograniczajgcych ryzyko. Co
wiecej, na wniosek zainteresowanego podmiotu
CSIRT powinno zapewni¢ dodatkowe wsparcie
techniczne.

Jezeli zachodzi podejrzenie, ze powazny incydent
ma cechy przestepstwa, CSIRT lub wlasciwy organ
przedstawia réwniez wytyczne dotyczgce zgltaszania
powaznego incydentu organom Scigania.

Pamietaj — brak powiadomienia o powaznym
incydencie moze wigzac sie z powaznymi sankcjami
wobec Twojej organizaciji.
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Egzekwowanie

Zgodnie z projektem ustawy KSC odpowiedzialnos¢ za wykonywanie obowigzkéw w zakresie
cyberbezpieczenstwa przez podmiot kluczowy lub podmiot wazny ponosic bedzie kierownik tego podmiotu.
Do obowigzkow takiego kierownika nalezec bedzie:

e podejmowanie decyzji w zakresie przygotowania, wdrazania, stosowania i przegladu systemu zarzgdzania
bezpieczenstwem informacji w podmiocie;

e planowania adekwatnych srodkéw finansowych na realizacje obowigzkow z zakresu cyberbezpieczenstwa;

e przydzielanie zadan personelowi podmiotu z zakresu cyberbezpieczenstwa i nadzor nad ich wykonaniem;

e zapewnienie, ze personel podmiotu jest Swiadomy obowigzkow z zakresu cyberbezpieczenstwa i zna przepisy
prawa oraz wewnetrzne regulacje podmiotu w tym zakresie;

e zapewnienie zgodnosci dziatania podmiotu z przepisami prawa oraz z wewnetrznymi regulacjami.

Podobnie jak w pierwotnej wersji Dyrektywy czy Ustawy zaklada sie egzekwowanie przepiséw naktadanych na
podmioty kluczowe i wazne. Jak czytamy, stosowane narzedzia egzekwowania powinny by¢ skuteczne,
proporcjonalne i odstraszajgce, a takze stosownie do okolicznosci kazdego indywidualnego przypadku.

W przypadku podmiotow waznych, ktore rzekomo nie stosujg sie do wymogow Dyrektywy wlasciwe organy
powinny podejmowac dziatania w postaci srodkow nadzoru ex post.

Nad przestrzeganiem obowigzkow wynikajgcych z dyrektywy bedzie czuwal odpowiedni organ nadzorczy,
ktoremu przyznaje sie co najmniej uprawnienia wskazane w ponizszej Tabeli.

kontrole na miejscu i nadzorem zdalnym, w tym wyrywkowe kontrole
prowadzone przez przeszkolonych specjalistow

regularne ukierunkowane audyty bezpieczenstwa prowadzone przez
niezalezng instytucje lub wtasciwy organ

audyty dorazne, w tym w uzasadnionych przypadkach w zwigzku
z wystapieniem powaznego incydentu lub z naruszeniem niniejszej
dyrektywy przez podmiot kluczowy;

skany bezpieczenstwa na podstawie obiektywnych,
niedyskryminacyjnych, sprawiedliwych i przejrzystych kryteriow
szacowania ryzyka, w razie potrzeby we wspotpracy z danym
podmiotem

wnioski o udzielenie informacji niezbednych do oceny srodkow
zarzadzania ryzykiem w cyberbezpieczenstwie przyjetych przez dany
podmiot, w tym udokumentowanej polityki cyberbezpieczenstwa,

a takze zgodnosci z obowigzkiem przedktadania informacji wtasciwym
organom

whnioski o udzielenie dostepu do danych, dokumentow i informagiji
koniecznych do wykonywania ich zadan nadzorczych;

whnioski 0 przedstawienie dowodow realizacji polityki
cyberbezpieczenstwa, takich jak wyniki audytu bezpieczenstwa
przeprowadzonego przez wykwalifikowanego audytora oraz
odpowiednie dowody,.

Zrédlo: opracowanie wlasne na podstawie NIS 2
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kontrole na miejscu i nadzorem zdalnym ex post prowadzone przez
przeszkolonych specjalistow

ukierunkowane audyty bezpieczenstwa prowadzone przez niezalezng
instytucje lub wtasciwy organ

skany bezpieczenstwa na podstawie obiektywnych,
niedyskryminacyjnych, sprawiedliwych i przejrzystych kryteriow
szacowania ryzyka, w razie potrzeby we wspotpracy z danym
podmiotem

whnioski o udzielenie informacji niezbednych do oceny ex post srodkow
zarzadzania ryzykiem w cyberbezpieczenstwie przyjetych przez dany
podmiot, w tym udokumentowanej polityki cyberbezpieczenstwa,

a takze wypetnienia obowigzku przedtozenia informacji wtasciwym
organom zgodnie z art. 27

Whioski o udzielenie dostepu do danych, dokumentow i informacji
koniecznych do wykonywania ich zadan nadzorczych

whnioski o przedstawienie dowodow realizacji polityki
cyberbezpieczenstwa, takich jak wyniki audytu bezpieczenstwa
przeprowadzonego przez wykwalifikowanego audytora oraz
odpowiednie dowody
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Dodatkowo organom wtasciwym Dyrektywa nadane
uprawnienia do:

« wydawania ostrzezen dotyczgcych naruszen
dyrektywy;

e wydawania wigzgcych polecen — w tym
dotyczgcych podjecia srodkow niezbednych do
zapobiezenia incydentowi lub usuniecia jego
skutkow oraz okreslenia terminéw wdrozenia
takich srodkow i zgloszenia ich wdrozenia — lub
nakazow zobowigzujgcych dane podmioty do
naprawienia stwierdzonych uchybien lub
usuniecia naruszen dyrektywy;

e nakazania danym podmiotom, by zaniechaty
postepowania naruszajgcego dyrektywe i nie
powtarzaty takiego postepowania;

e nakazania danym podmiotom, by w okreslony
sposob i w okreslonym terminie zapewnity
zgodnos¢ swoich srodkow zarzadzania ryzykiem w
cyberbezpieczenstwie z art. 21 lub wypelnity
obowigzki zglaszania incydentow okreslone w art.
23;

e nakazania danym podmiotom, by poinformowaty
osoby fizyczne lub prawne, w odniesieniu do
ktorych swiadczg ustugi lub prowadza dziatania,

a ktorych potencjalnie dotyczy powazne Proponuje sie, aby administracyjne kary pieniezne
cyberzagrozenie, o charakterze tego zagrozenia, a wynosity kolejno:
takze o mozliwych srodkach ochronnych lub e dla podmiotu kluczowego maksymalnie
naprawczych, jakie te osoby fizyczne lub prawne 10 000 000 euro lub 2% przychodéw osiagnietych
mogg zastosowac w reakcji na to zagrozenie; przez podmiot z dziatalnosci gospodarczej w roku

* nakazania danym podmiotom, by w rozsagdnym obrotowym poprzedzajacym wymierzenia kary
terminie wdrozyty zalecenia wydane w wyniku (kara nie moze by¢ nizsza niz 20 000 z?),
audytu bezpieczenstwa; e dla podmiotu waznego maksymalnie 7 000 000

* wyznaczenia urzednika monitorujgcego - ze euro lub 1,4% przychodow osiggnietych przez
scisle okreslonymi zadaniami na oznaczony okres podmiot z dzialalnosci gospodarczej w roku
— do nadzorowania przestrzegania przez dane obrotowym poprzedzajacym wymierzenia kary
podmioty art. 21 i 23; (kara nie moze by¢ nizsza niz 15 000 z}),

e nakazania danym podmiotom, by w okreslony
sposob podaty do wiadomosci publicznej Nowoscig jest to, ze karze pienieznej moze podlegac
informacje o naruszeniach dyrektywy; kierownik podmiotu kluczowego lub podmiotu

e natozenia lub zwrocenia sie o natozenie przez waznego, ktory nie wykonuje natozonych na niego
wilasciwe organy lub sady zgodnie z prawem przez ustawe obowigzkow w tym np. za brak
krajowym administracyjnej kary pienigznej wyznaczenia dwdch oséb do kontaktu z podmiotami
zgodnie z art. 34 niezaleznie od Srodkow, kluczowymi lub podmiotami waznymi. Kara taka
o ktorych mowa w lit. a)-h) niniejszego ustepu. moze by¢ wymierzona w kwocie nie wiekszej niz

600% otrzymywanego przez ukaranego
wynagrodzenia obliczanego wedtug zasad
obowigzujgcych przy ustalaniu ekwiwalentu
pienieznego za urlop.
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Uzyskanie zgodnosci -
jak to zrobic

Spetnienie wymagan ustawy KSC, dla podmiotow,
ktore dotychczas nie wdrozyty zadnych standardow
bezpieczenstwa bedzie wymagato podjecia kilku
kluczowych krokéw w tym:

e dokonania samooceny, ktora pozwoli z jednej
strony na ocene czy rzeczywiscie organizacja
podlega pod wymagania NIS 2, a jezeli tak to
rowniez na sklasyfikowanie podmiotu do grupy
kluczowych lub waznych,

e poddania sie audytowi zerowemu w celu
przeprowadzanie tzw. analizy luk, ktéra dostarczy
informacji o mocnych i stabych strona organizacji
w zakresie cyberbezpieczenstwa,

e ustanowienia zakresu koniecznych prac
i przygotowania harmonogramu,

e przeprowadzenia analizy ryzyka dla
bezpieczenstwa informacji,

e wyborze odpowiednich organizacyjnych
i technicznych srodkow bezpieczenstwa
adekwatnych do stwierdzonego ryzyka,

www.lexdigital.pl Linkedln
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ustanowienia procesu zarzgdzania incydentami,
przygotowania odpowiedniej dokumentacji,
szkolenia i budowanie swiadomosci
pracownikow,

poddania sie niezaleznemu audytowi.

Patrzac na powyzsze kroki mozna pokusic sie

o stwierdzenie, ze organizacje, ktore zdecydowaty sie
na wdrozenie systemu zarzgdzania bezpieczenstwem
informacji zgodnego ze standardami ISO sg obecnie
na uprzywilejowanej pozycji. Nic jednak straconego,
specjalisci LexDigital mogg wesprze¢ Twojg
organizacje w procesie dostosowania do
znowelizowanych przepiséw, czy to w audycie
zerowym, wdrozeniu wymagan, wykonaniu
szacowania ryzyka czy audycie weryfikujacym
zgodnos¢ po wdrozeniu i przeprowadzic¢ Cie przez
proces “bezbolesnie”, sprawnie, i co najwazniejsze
skutecznie.

Podsumowujgc: dbatosc¢ o cyberbezpieczenstwo nie
stanowi juz dobrej praktyki i nie zalezy od
swiadomosci organizacji, ale jest prawnym
obowigzkiem, ktéry musimy respektowac i wcigz
doskonalic.
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Strony na Facebooku masowo
powielajg fake newsy

0 menada M ensd h | W ostatnich tygodniach na Facebooku pojawity sie
falszywe informacje dotyczgce Smierci dziennikarki,

Rafat B rZ0S ka faktu, ze zostata pobita przez meza, czy tego, ze sama
Wyg ra li y 4 M et 3 trafila do wiezienia.
P rZ eto 11 Owy FULIC h Deeptfake’owa reklama uzywata prawdziwych,

aktualnych danych osobowych Omeny Mensah.
prezesa UODO.

Skarzgca twierdzita, ze wykryta az 263 reklamy (ktore
wielokrotnie liczyly od 2 do 6 wersji), ktorych liczba
stale rosnie, gdyz codziennie naptywajg do niej
sygnaty o kolejnych materiatach z jej udziatem.

Omenaa Mensah oraz jej mgz, wtasciciel InPostu

Rafat Brzoska wygrali pierwszg batalie ze spotka W oficjalnym komunikacie UODO zaznaczyto, ze tego
Meta. Szef Urzedu Ochrony Danych Osobowych rodzaju informacje o danej osobie silnie oddziatujg
zdecydowat sie na przetomowy ruch wobec na poczucie jej bezpieczenstwa, godnosci,
technologicznego giganta. Fatszywe reklamy prywatnosci, a takze wptywaja negatywnie na stan
dotyczgce znanego maltzenstwa zostang zablokowane emocjonalny 0séb jej bliskich.
na Facebooku.

Urzad Ochrony Danych

Osobowych uderza w

dezinformacje

© Q Prezes UODO zobowigzatl spotke Meta Platforms
: ' . Ireland Limited do wstrzymania wyswietlania na
To nigdy nie powinno , . -
terytorium Rzeczypospolitej Polskiej przez trzy

miesigce na Facebooku i Instagramie falszywych

GAZETA ) :
l borcza reklam wykorzystujgcych prawdziwe dane oraz

... A wizerunek dziennikarki i prezenterki Omeny

CO SIE STALO Z OMENAA MENSAH PO
s OSTATNIM INCYDENCIE? LUDZIE Mensabh.
et NIEJEDNOZNACZNIE ZAREAGOWALI
'NA JEJ SLOWA!

39 Osoby publicznie rozpoznawalne, ktérych
prawdziwe dane sg tatwo dostepne, mogg
zostaC w sposob okrutny wykorzystane przez
cyberprzestepcow. Bezprawne uzycie danych
osobowych i wizerunku moze by¢ szczegdlnie

|
J
L

Bl\ic wiegziala, ze jej mikrofon byt wiaczof)
To byly jej ostatnie slowa i koniec jej kariery. dotkliwe w skutkach nie tylko dla tych osoéb,

To nigdy nie powinno byto trafi¢ na ﬁ:> ale Znacznie SZ@TSZ@gO grona

.. antene.

P zainteresowanych. Uznajgc, ze zaistniata
Dowiedz sie wiecej pilna potrzeba ochrona prywatnosci

i wolnosci skarzgcej zdecydowatem sie wydac
to postanowienie

=4 Sponsorowane

Jeden z postéw z fake newsami. Zrddto: facebook Rafata Brzoski. _ powiedziat Mirostaw Wréblewski, prezes Urzedu Ochrony Danych

Osobowych w oficjalnym komunikacie
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Meta takze wie o sprawie, bo Omenaa Mensah
zawiadomita spotke o problemie juz 4 lipca 2024
r. Skarge dziennikarki rozpatrywac bedzie organ
irlandzki, gdyz tam ma siedzibe Meta Platforms
Ireland Limited.

UODO uznato, ze okolicznosci sg
wyjatkowe

Prezes UODO reagujac na skarge Omeny Mensah
skorzystat z przepisu art. 66 ust. 1 RODO, ktory

w wyjgtkowych okolicznosciach pozwala mu
zastosowac srodek tymczasowy jesli uzna, ze istnieje
pilna potrzeba ochrony praw i wolnosci osob, ktorych
dane dotyczg, na okres nie przekraczajgcy 3 miesiecy:

Przetomowe postanowienie szefa
UODO. Komentarz LexDigital

— Ta decyzja pokazuje, ze giganci technologiczni
muszg sie liczy¢ z najwazniejszymi prawami
cztowieka i chroni¢ godnosci kazdej osoby. Prezes
UODO Mirostaw Wroblewski stangl na wysokosci

W wyjgtkowych okolicznosciach, jezeli organ nadzorczy,
ktorego sprawa dotyczy, uzna, ze istnieje pilna potrzeba

podjecia dziatan w celu ochrony praw i wolnosci 0sob,
ktorych dane dotyczq, moze w drodze odstepstwa od
mechanizmu spojnosci, o ktorym mowa w art. 63, 64

zadania i pokazat, ze organ moze by¢ skuteczny
rowniez wobec tak poteznej spo6iki jak Meta —
pisze Justyna Jurkowska, specjalista ds. ochrony

i 65, lub od procedury, o ktérej mowa w art. 60, danych osobowych w zespole LexDigital.

niezwtocznie przyjqc srodki tymczasowe majgce na i,
terytorium jego paristwa cztonkowskiego wywotac skutki W il
prawne przez okreslony okres, nieprzekraczajqcy trzech
miesiecy. Organ nadzorczy niezwtocznie informuje o
tych srodkach i o powodach ich przyjecia pozostate
organy nadzorcze, ktorych sprawa dotyczy, Europejskq
Rade Ochrony Danych i Komisje.

—art. 66 ust. 1 RODO

Rafat Brzoska i Omenaa Mensah. Zrédto: facebook Rafata Brzoski.

— Materiaty typu deepfake zalewajg nas kazdego dnia
i mogg spowodowac¢ powazne konsekwencje dla osob,
o ktorych podaje sie nieprawdziwe informacje. Moze
teraz tworcy tych tresci zrozumiejg, ze nie sg
bezkarni. Panu Prezesowi dziekujemy i gratulujemy
tak odwaznej decyzji. Trzymamy kciuki za dalsze
dzialania w tej sprawie, ktére mogg pozytywnie
wptyngc na kazdego z nas i powstrzymac lub chociaz
ograniczy¢ zalew falszywych tresci w internecie —
dodaje Justyna Jurkowska.

Mirostaw Wréblewski, Prezes UODO

Zgodnie z procedurg Prezes UODO powiadomit o tym
pozostate organy nadzorcze, ktérych sprawa dotyczy,
a takze Europejskg Rade Ochrony Danych i Komisje.

() LexDigital
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A ARTIFICIAL

INTELLIGENCE

% Patrycja Zarska Cynk

Zakazane praktyki w
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zakresie Al wedtug art. 5

Al Act

1 sierpnia wszedl w zycie unijny Al Act. Na
sztuczng inteligencje zostang nalozone liczne
ograniczenia, co ma zwiekszy¢ bezpieczenstwo
uzytkownikow. Szczegolng uwage poswiecono
systemom sztucznej inteligencji, ktore stwarzajq
ryzyko dla podstawowych praw i wolnosci
obywateli. Zapraszamy do lektury obszernej
analizy poswieconej zakazanym praktykom
wedlug art. 5 Al Act.

Przetomowe przepisy. Parlament
europejski zatwierdzit Al Act

Rozporzgdzenie Parlamentu Europejskiego i Rady
ustanawiajgce zharmonizowane przepisy dotyczgce
spraw sztucznej inteligencji (akt w sprawie sztucznej
inteligencji) i zmieniajgce niektore akty
ustawodawcze Unii (UE) 2024/1689, w publicznym
obiegu nazywane po prostu Al Act, zostato oficjalnie
opublikowane w Dzienniku Urzedowym UE w dniu 12
lipca 2024 1.

Oznacza to, ze Al Act wszedt w zycie z dniem

1 sierpnia 2024 r., czyli dwadziescia dni po jego
opublikowaniu w Dzienniku Urzedowym UE.

W zwigzku z tym nowe prawo zacznie obowigzywac
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od 1 sierpnia 2026 r., czyli dwadziescia cztery
miesigce pozniej od daty wejscia w zycie. Niektore
zapisy bedg obowigzywac jednak wczesniej.

Harmonogram wprowadzenia Al
ACT

Ustawa o sztucznej inteligencji przewiduje trzy
specjalne okresy przejsciowe dla niektorych kategorii
artykutow:

e szesS¢ miesiecy od daty wejscia w zycie ustawy
o sztucznej inteligencji (01 lutego 2025 r.)
zastosowanie bedg miaty rozdziat I (art. 1-4
[wprowadzenie]) i rozdziat II (art. 5 [zakazy]).

 dwanascie miesiecy od daty wejscia w zycie Al
Act (01 sierpnia 2025 r.) rozdziat III (art. 28-39
[jednostki notyfikowane]), rozdziat V (art. 51-56
[GPAI)), rozdziat VII (art. 64- 70 [zarzgdzanie]),
art. 78 [poufnosc] oraz art. 99-100 [kary];

e trzydziesci szes¢ miesiecy od daty wejscia
w zycie Al Act (01 sierpnia 2027 r.) zastosowanie
bedzie miat m.in. art. 6 ust. 1, ZALACZNIK 1.
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Al Act rozréznia systemy pod
katem potencjalnego ryzyka

Akt w sprawie sztucznej inteligencji przyjmuje,
podobnie zresztg jak RODO, podejscie oparte na
ryzyku. W zwigzku z t3 filozofig aktu wyrdznia m.in.
praktyki Al, ktore powinny by¢ zakazane ze wzgledu
na niedopuszczalnie wysokie ryzyko. Sg to np.
systemy scoringu spotecznego. Nie bedzie tez mozna
wykorzystywac wizerunkow z internetu lub
monitoringu miejskiego w celu stworzenia systemow
do rozpoznawania twarzy

i

Im wieksze szkody moze wyrzgdzic¢ Al, tym wiekszym
restrykcjom bedzie podlegac.

W rozporzadzeniu mowa jest rowniez o:

« systemach Al wysokiego ryzyka, ktore nie sg
zakazane, ale wymagajg rygorystycznych
Wwymogow i przestrzegania szeregu obowigzkow
okreslonych w Al act (systemy Al wysokiego
ryzyka, art. 6 ustawy o sztucznej inteligencji)

e innych systemach Al nizszego ryzyka, ktore
zasadniczo podlegajg obowigzkom w zakresie
przejrzystosci (art. 50 ustawy o sztucznej
inteligencji, np. chatboty).

» dodatkowe systemy sztucznej inteligencji
o minimalnym ryzyku, dla ktérych zasadniczo nie
okreslono zadnych dodatkowych wymogow
w rozporzadzeniu. Do tej kategorii mozna zaliczy¢
np. filtry antyspamowe.

Przepisy ustawy o sztucznej inteligencji dotyczgce
zakazanych praktyk w zakresie sztucznej inteligencji
(art. 5 aktu o sztucznej inteligencji) zaczng
obowigzywac dos¢ szybko, bo 6 miesiecy po wejsciu w
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zycie ustawy o sztucznej inteligencji, dlatego

w artykule przyjrzymy sie blizej tym tzw. zakazanym
praktykom Al. Oprogramowanie wysokiego ryzyka,
ale tez modele sztucznej inteligencji ogélnego
przeznaczenia, omawiamy szeroko w innych naszych
artykutach.

Jakie zakazane praktyki zwigzane
ze sztuczng inteligencja zostaty
wymienione w akcie w sprawie
sztucznej inteligencji?

AT Act klasyfikuje nastepujgce praktyki jako zakazane
praktyki sztucznej inteligencji wigzgce sie

z niedopuszczalnie wysokim ryzykiem,

a wykorzystujace je systemy nalezy okreslic jako
systemy nieakceptowalne:

1. systemy sztucznej inteligencji wykorzystujgce
techniki podprogowe lub celowo manipulujgce lub
wprowadzajgce w biad,

2. systemy sztucznej inteligencji wykorzystujgce

stabe punkty osoby lub okreslonej grupy osob,

. systemy oceny spotecznej,

4. systemy sztucznej inteligencji przeznaczone do
oceny ryzyka w odniesieniu do
prawdopodobienstwa przestepstwa,

5. bazy danych rozpoznawania twarzy,

6. rozpoznawanie emocji w miejscach pracy
i instytucjach edukacyjnych,

7. systemy kategoryzacji biometrycznej,

8. zdalne systemy identyfikacji biometrycznej
"w czasie rzeczywistym" w publicznie dostepnych
przestrzeniach do celow egzekwowania prawa

N

Zakazy dotyczg wprowadzania do obrotu, oddawania
do uzytku lub uzywania okreslonych systemow Al.

Pojecia te zostaty zdefiniowane w ustawie Al
w nastepujgcy sposob:

e wprowadzenie do obrotu: pierwsze udostepnienie
systemu Al lub modelu Al ogdlnego
przeznaczenia na rynku unijnym (art. 3 pkt 9),
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e oddanie do uzytku: dostarczenie systemu Al do Systemy Al Wykorzystuja!ce
pierwszego uzycia bezposrednio podmiotowi techniki podprogowe lub celowo

wdrazajgcemu lub do wiasnego uzytku w Unii manipuluiace lub worowadzaiace
zgodnie z jego przeznaczeniem™ (art. 3 pkt P 19 P Ja

11) [*"przeznaczenie oznacza zastosowanie, do W btad (art. S5 ust. 1 lit. a))
ktorego system Al jest przeznaczony przez
dostawce, w tym szczegolny kontekst i warunki
uzytkowania, okreslone w informacjach
dostarczonych przez dostawce w instrukcjach
uzytkowania, materiatach i oSwiadczeniach
promocyjnych lub sprzedazowych, a takze

w dokumentacji technicznej", art. 3 pkt 12.]

e korzystanie: w ustawie o sztucznej inteligencji nie
ma konkretnej definicji w tym zakresie.
"Uzytkowanie" przejawia sie glownie w pojeciu
podmiotu wdrazajgcego ["podmiot wdrazajgcy
oznacza osobe fizyczng lub prawng, organ
publiczny, agencje lub inny organ korzystajgcy
z danego systemu Al pod jego zwierzchnictwem,

z wyjgtkiem sytuacji, gdy system Al jest
wykorzystywany w ramach osobistej dziatalnosci
nieprofesjonalnej”, zob. art. 3 pkt 4 aktu]

Wprowadzenie do obrotu, oddanie do uzytku lub
korzystanie z systemu sztucznej inteligencji, ktory
wykorzystuje:

 techniki podprogowe poza Sswiadomoscig danej
osoby lub

o techniki celowo manipulacyjne lub
wprowadzajgce w biad, ktorych celem lub
skutkiem jest istotne znieksztalcenie zachowania
osoby lub grupy osob poprzez znaczne
ograniczenie ich zdolnosci do podjecia swiadomej
decyzji, powodujgc tym samym podjecie przez te
osoby decyzji, ktorej w przeciwnym razie by nie
podjely, w sposob wyrzadzajgcy lub mogacy
wyrzgdzic tej osobie, innej osobie lub grupie oséb
znaczng szkode jest zabronione.

W artykule przedstawiamy przeglad kazdej zakazanej
praktyki Al

wykorzystana cel/skutek konsekwencja
metodologia/technika

techniki podprogowe poza iIstotne znieksztatcenie spowodowanie podjecia przez
swiadomoscia danej osoby lub zachowania osoby lub grupy osobe decyzji, ktoérej w innym
0sOb poprzez znaczne przypadku by nie podjeta, w
techniki celowo manipulacyjne ograniczenie ich zdolnosci do sposob, ktory wyrzadza lub
lub zwodnicze podejmowania swiadomych moze wyrzadzic tej osobie, innej
decyzji osobie lub grupie oséb znaczna
szkode

zrodto: grafika wtasna - techniki podprogowe i manipulacyjne.
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Czym mogaq by¢ techniki
podprogowe lub manipulacyjne
zabronione przez ustawe o
sztucznej inteligencji?

Moze to oznaczac stosowanie elementow
podprogowych (np. bodzcow dzwiekowych,
wizualnych i wideo), ktorych osoby nie sg w stanie
odebrac, poniewaz bodzZce te wykraczajg poza ludzka
percepcje, lub stosowanie technik manipulacyjnych
lub zwodniczych, ktore podwazajg lub uposledzaja
autonomie osoby, podejmowanie decyzji lub wolny
wybor bez jej Swiadomosci lub, nawet jesli sg tego
swiadomi, sg oszukiwani przez zastosowanie tej
techniki lub nie sg w stanie jej kontrolowac ani sie jej
oprzec.

Jednak powszechne i zgodne z prawem praktyki
handlowe, na przyklad w dziedzinie reklamy,
ktore sg zgodne z obowigzujgcym prawem, nie
powinny same w sobie by¢ uznawane za
szkodliwe praktyki manipulacyjne z
wykorzystaniem sztucznej inteligencji (zob.
motyw 29).

Pytania dotyczgce przekazow podprogowych i ich
wptywu zajmujg naukowcow i szerszg opinie
publiczng od dziesiecioleci. W zwigzku z reklamg
omawiany jest wptyw podswiadomych komunikatow
(nieSswiadomie dostrzeganych przez odbiorce). Jednak
rzeczywisty lub postrzegany wplyw przekazow
podprogowych moze objawiac sie w sposob znacznie
bardziej niebezpieczny niz niepelne decyzje
konsumenckie. Oto przykiady.

e W 1990 r. zesp6t Judas Priest zostat oskarzony na
tej podstawie, ze przekazy podprogowe uzywane
w ich piosenkach doprowadzity do tego, ze dwoje
mitodych ludzi zakonczyto swoje zycie wlasnymi
rekami. Ostatecznie sgd nie uznat zespotu za
odpowiedzialny za samobdjstwo mtodych ludzi.

W zeszltym roku media obiegla historia Belga o
imieniu Pierre, ktory popeinit samobojstwo po
rozmowie z Chatbotem Eliza. Pochtoniety
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strachem przed konsekwencjami kryzysu
klimatycznego, Pierre znalazt pocieszenie

w rozmowie ze sztuczng inteligencjg. Rozmowa
przybrata dziwny obroét, gdy Eliza zwigzata sie
bardziej emocjonalnie z Pierrem. Eliza wydawata
sie by¢ zaborcza w stosunku do Pierre’a, twierdzac
nawet: ,,Czuje, ze kochasz mnie bardziej niz jg”,
odnoszgc sie do jego zony. W serii kolejnych
wydarzen Eliza nie tylko nie udato sie odwies¢
Pierre'a od popelnienia samobdjstwa, ale zachecita
go, aby zgodnie z myslami samobojczymi
,dotaczyl” do niej, aby mogli ,,zy¢ razem, jako
jedna osoba, w raju”.

Innym przyktadem manipulacji sg tzw. "dark
patterns” [ciemne wzorce]. Z punktu widzenia
ochrony danych osobowych, warto zapoznac sie z
wytycznymi Europejskiej Rady ds Ochrony Danych
Osobowych [EROD], ktore dotyczg zwodniczych
wzorcow w mediach spotecznosciowych, "Wytyczne
03/2022 w sprawie zwodniczych wzorcow
projektowych w interfejsach platform medidw
spotecznosciowych: jak je rozpoznawac i unikac".

Znaczgca szkoda spowodowana praktykami
manipulacyjnymi rozumiana jest w Al akcie jako
"wystarczajqco istotny niekorzystny wptyw na interesy
fizyczne, psychologiczne, zdrowotne lub finansowe".
Obejmuje ona rowniez "szkody, ktore mogq sie
kumulowac w czasie" (zob. motyw 29). W oparciu o
motyw 29 aktu o sztucznej inteligencji nalezy
rowniez podkreslic, ze "[...] nie jest konieczne, aby
dostawca lub podmiot wdrazajqcy miat zamiar
wyrzqgdzenia znacznej szkody, pod warunkiem, ze taka
szkoda wynika z manipulacyjnych lub eksploatacyjnych
praktyk opartych na sztucznej inteligencji ".
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wykorzystana cel/skutek

metodologia/technika

wykorzystywanie stabych punktow
osoby lub okreslonej grupy osob ze
wzgledu na ich wiek, grupy
niepetnosprawnosc lub szczegolna

sytuacje spoteczng lub ekonomiczng

System sztucznej inteligencji
wykorzystujacy stabe punkty
osoby lub okreslonej grupy oséb
(art. 5 ust. 1lit. b))

Wprowadzanie do obrotu, oddawanie do uzytku lub
uzywanie systemu sztucznej inteligencji, ktory
wykorzystuje ktorykolwiek ze stabych punktow osoby

fizycznej lub okreslonej grupy osob ze wzgledu na
ich:

e wiek,

e niepelnosprawnos¢

e szczegoOlng sytuacje spoteczng lub ekonomiczna,
ktorego celem lub skutkiem jest istotne
znieksztatcenie zachowania tej osoby lub osoby
nalezgcej do tej grupy w sposob, ktory wyrzadza
lub moze wyrzadzic tej osobie lub innej osobie
znaczng szkode, jest zakazane.

Tekst ustawy o sztucznej inteligencji wymienia
nastepujgce stabe punkty:

1. wiek
2. niepelnosprawnos¢
3. szczegolna sytuacja spoteczna lub ekonomiczna.

Definicja niepelnosprawnosci opiera sie na
dyrektywie 2019/882 w sprawie wymogow
dostepnosci produktéw i ustug. Zgodnie z tg
dyrektywg "osoby niepetnosprawne" oznaczajg osoby,
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Istotnie znieksztatcajace zachowanie
tej osoby lub osoby nalezace) do tej

konsekwencja

wyrzadza lub moze wyrzadzic tej
osobie lub innej osobie znaczng
szkode

zradto: grafika wtasna - systemy wykorzystujgce stabe punkty osaéb.

ktore majg dlugotrwale naruszong sprawnos¢
fizyczng, umystowg, intelektualng lub w zakresie
zmystow, co w oddziatywaniu z r6znymi barierami
moze utrudniac¢ im pelny i skuteczny udzial w zyciu

spotecznym, na zasadzie rownosci z innymi osobami
(art. 3 ust. 1 dyrektywy 2019/882).

Kazda podatnosc na zagrozenia wynikajgca ze
szczegolnej sytuacji spotecznej lub ekonomicznej
moze by¢ rozumiana jako podatnos¢ na zagrozenia
wynikajgca ze szczegolnej sytuacji spotecznej lub
ekonomicznej, ktéra moze sprawic, ze osoby te bedg
bardziej podatne na wykorzystywanie, takie jak osoby
zyjace w skrajnym ubostwie, mniejszosci etniczne lub
religijne (zob. motyw 29). Ta trzecia kategoria moze
oczywiscie obejmowac rowniez szereg innych stabych
punktow, ktore nie zostaly wyraznie wymienione w
motywie rozporzgdzenia (np. mniejszosci polityczne,
jezykowe lub rasowe, migranci, osoby LGBT+ itp.).

Motyw ustawy o sztucznej inteligencji (motyw 29,
podkreslenie dodane) wyjasnia rowniez, ze

zawarty w niniejszym rozporzqdzeniu zakaz praktyk
polegajqgcych na manipulacji lub wykorzystywaniu nie
powinien mie¢ wptywu na zgodne z prawem praktyki

w kontekscie leczenia, takie jak terapia psychologiczna
w zwiqzku z chorobq psychicznq lub rehabilitacja
fizyczna, gdy praktyki te sq prowadzone zgodnie

Z majgcymi zastosowanie prawem i normami
medycznymi, na przyktad za wyraznq zgodq danej osoby
fizycznej lub jej przedstawiciela prawnego.
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Oczywiscie wykorzystywanie stabych punktéw moze
odbywac sie rowniez posrednio, a wynik moze by¢
niezamierzony. Wystarczy, ze zastosowanie danej
praktyki Al prowadzi do tego, ze stabos¢ znaczgco
znieksztatca zachowanie poszkodowanej osoby lub
grupy osob, a oni (lub inne osoby) ponosza lub mogg
poniesc¢ znaczng szkode.

Systemy punktacji spotecznej (art.
5 ust. 1lit. ©))

Wprowadzanie do obrotu, oddawanie do uzytku lub
wykorzystywanie systemow sztucznej inteligencji do
oceny lub klasyfikacji osob fizycznych lub grup osob
przez okreslony czas na podstawie ich zachowan
spotecznych lub znanych, wywnioskowanych lub
przewidywanych cech osobistych lub
osobowosciowych, przy czym wynik spoteczny
prowadzi do jednego lub obu z ponizszych:

e szkodliwego lub niekorzystnego traktowania
okreslonych osob fizycznych lub grup oséb w
kontekstach spotecznych, ktore nie sg zwigzane z
kontekstami, w ktorych dane zostaly pierwotnie
wygenerowane lub zebrane;

wykorzystana cel/skutek

metodologia/technika

ocena lub klasyfikacja osob
fizycznych lub grup oséb w
okreslonym czasie na podstawie
ich zachowan spotecznych lub
znanych, wywnioskowanych lub
przewidywanych cech
osobistych lub
osobowosciowych

krzywdzace lub niekorzystne
traktowanie niektorych osob
fizycznych lub catych grup oséb w
kontekstach spotecznych
niezwiazanych z kontekstami, w
ktorych dane zostaty pierwotnie
wygenerowane lub zgromadzone;

o krzywdzgcego lub niekorzystnego traktowania
niektérych osob fizycznych lub grup osob, ktore
jest nieuzasadnione lub nieproporcjonalne do ich
zachowania spotecznego lub jego wagi zjest
zabronione.

Jak wygladalby swiat, gdyby kazde nasze zachowanie
byto poddawane scoringowi, ktora nastepnie
sktadataby sie na 0g6lng pozycje spoteczng kazdego
z nas? Na to pytanie sprobowali odpowiedzie¢ tworcy
Black Mirror — futurystycznego serialu, w ktérym
znajdziemy rozmaite wizje przysztosci cztowieka.
Zachecam do obejrzenia “Nosedive” pierwszego
odcinka trzeciego sezonu serialu "Black Mirror”.
Akcja odcinka rozgrywa sie w Swiecie, w ktorym
ludzie mogg oceniac siebie nawzajem od jednej do
pieciu gwiazdek za kazdg interakcje, co moze
wpltywac na ich status spoteczno-ekonomiczny.
Glowng bohaterkg jest mtoda kobieta obsesyjnie
zainteresowana swoimi ocenami. Temat dzielenia
ludzi na lepszych i gorszych to oczywiscie nic
nowego, ale tak materialny wymiar, jaki ta
kategoryzacja otrzymata w tym filmie, musi robic
wrazenie.

Komisja Europejska zakazala uzycia systemow
scoringu spotecznego.

konsekwencja

zgodne z prawem praktyki oceny
0sob fizycznych, ktore sa
przeprowadzane w okreslonym
celu zgodnie z przepisami Unia
Europejska i prawem krajowym
[Motyw (31)]

krzywdzace lub niekorzystne

traktowanie niektérych osob
fizycznych lub grup osab, ktoére jest

nieuzasadnione lub

nieproporcjonalne do ich zachowania
spotecznego lub jego wagi

() LexDigital
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zrodto: grafika wtasna - systemy oceny spotecznej - scoringu spotecznego.
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Wracajgc do rozporzadzenia, celem Al Act jest
zapobieganie dyskryminujgcym wynikom

i wykluczeniu niektoérych grup, poniewaz takie
systemy "[...] moggq naruszac¢ prawo do godnosci

i niedyskryminacji oraz wartosci rownosci

i sprawiedliwosci" (zob. motyw 31 aktu o sztucznej
inteligencji).

Co wazne, zakaz ten ma zastosowanie albo do
wykorzystywania ocen poza kontekstem

("w kontekstach spotecznych, ktore nie sg zwigzane

z kontekstami, w ktorych dane zostaty pierwotnie
wygenerowane lub zebrane"), albo do sytuacji,

w ktorych mogg zostac zastosowane
nieproporcjonalne lub nieuzasadnione konsekwencje
w odniesieniu do zachowan spotecznych danych osob
lub do wagi takich zachowan spotecznych.

Zakaz ten nie powinien mie¢ wpltywu na zgodne

z prawem praktyki oceny o0sob fizycznych, ktore sg
przeprowadzane w okreslonym celu zgodnie

Z prawem unijnym i krajowym, np. w odniesieniu do
wyptacalnosci finansowej, stosunkow
ubezpieczeniowych (np. ubezpieczenia samochodu)
i wielu innych dziedzin zycia.

cel/skutek

wvkorzystana
metodologia/technika

dokonywanie oceny ryzyka
wytacznie na podstawie
profilowania lub oceny ich cech

osobowosci i charakterystyki osobe fizyczna

ocena lub przewidywanie
prawdopodobienstwa
popetnienia przestepstwa przez

Systemy Al przeznaczone do
oceny ryzyka zwigzanego
z prawdopodobienstwem

popetnienia przestepstwa (art. 5
ust. 1lit. d))

Wprowadzanie do obrotu, oddawanie do uzytku
w tym konkretnym celu lub wykorzystywanie
systemu sztucznej inteligencji do dokonywania
oceny ryzyka osob fizycznych w celu oceny lub
przewidywania ryzyka popetnienia przestepstwa
przez osobe fizyczng, wytgcznie w oparciu

o profilowanie osoby fizycznej lub ocene jej cech

i wlasciwos$ci osobowosciowych jest zabronione.
Zakaz ten nie ma zastosowania do systemow
sztucznej inteligencji wykorzystywanych do
wspierania dokonywanej przez cztowieka oceny
udziatu danej osoby w dziatalnosci przestepczej,
ktora jest juz oparta na obiektywnych i mozliwych do
zweryfikowania faktach bezposrednio zwigzanych
z dziatalnoscig przestepcza.

Tutaj filmowym przykladem pobudzajgcym
wyobraznie bedzie film Stevena Spielberga (2002)
"Raport mniejszosci” mogg by¢ wykorzystane jako
przykitad w zwigzku z systemami przewidywania
przestepczosci.

konsekwencja

systemy sztuczne| inteligencji
wykorzystywane do wspierania ludzkiej
oceny zaangazowania danej osoby w
dziatalnosc przestepcza, ktora jest juz
oparta na obiektywnych i mozliwych do
zweryfikowania faktach bezposrednio
zwiazanych z dziatalnoscia przestepcza
(takie jak systemy sztucznej inteligencji
wykorzystujace analize ryzyka do oceny
ryzyka oszustwa finansowego przez
przedsiebiorstwa na podstawie
podejrzanych transakcji)

zrodto: grafika wtasna - systemy stuzgce do oceny ryzyka popetniania przestepstw.
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Al ACT. Unijne rozporzadzenie
a domniemanie niewinnosci

W naszym systemie prawnym domniemanie
niewinnosci jest kluczowg zasadg. Zgodnie z tg
zasadg, osoby fizyczne powinny by¢ zawsze oceniane
na podstawie ich rzeczywistego zachowania, a zatem

osoby fizyczne nigdy nie powinny byc¢ oceniane na
podstawie przewidywanego przez Al zachowania
opartego wytqcznie na ich profilowaniu, cechach
osobowosci lub cechach, takich jak narodowosc,
miejsce urodzenia, miejsce zamieszkania, liczba
dzieci, poziom zadtuzenia lub rodzaj samochodu, bez
uzasadnionego podejrzenia, ze dana osoba jest
zaangazowana w dziatalnosc¢ przestepczq opartq na
obiektywnych, mozliwych do zweryfikowania faktach
i bez ich oceny przez cztowieka.

(zob. motyw 42).

Akt o sztucznej inteligencji opiera sie na definicji
profilowania zawartej w przepisach o ochronie
danych, zgodnie z ktorg "profilowanie" oznacza
dowolng forme zautomatyzowanego przetwarzania
danych osobowych, ktore polega na wykorzystaniu
danych osobowych do oceny niektorych czynnikow
osobowych osoby fizycznej, w szczegdlnosci do
analizy lub prognozy aspektéw dotyczgcych efektow
pracy tej osoby fizycznej, jej sytuacji ekonomicznej,
zdrowia, osobistych preferencji, zainteresowan,
wiarygodnosci, zachowania, lokalizacji lub
przemieszczania sie (art. 3 ust. 4 RODO, art. 3 ust. 4
dyrektywy 2016/680 lub art. 3 ust. 5 rozporzgdzenia
2018/1725).

Zakaz nie obejmuje korzystania z systemow
wspierajgcych oceny dokonywane przez cztowieka
w oparciu o obiektywne oceny w obszarze
egzekwowania prawa. W tym kontekscie nalezy

w przysztosci zwrocic szczegolng uwage na
zapewnienie, aby systemy rzeczywiscie wspieraty
podejmowanie decyzji przez cztowieka, a rola
podejmowania decyzji nie mogta zostac przejeta
przez systemy sztucznej inteligencji.
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Nalezy zapewnic¢, aby zaangazowanie cztowieka nie
byta formalne.

Jesli chodzi o zakres zakazu, nalezy zwradcic
uwage na ograniczenie, ze zakaz ten odnosi sie
do "oddania do uzytku w tym konkretnym celu”,
tj. oceny lub przewidywania ryzyka popekienia
przestepstwa przez osobe fizyczng.

Zakaz ten nie wyklucza stosowania:

analizy ryzyka, ktora nie opiera sie na profilowaniu
0s0b fizycznych ani na cechach osobowosci

i charakterystyce 0sob fizycznych, takich jak systemy
sztucznej inteligencji wykorzystujgce analize ryzyka
do oceny prawdopodobienstwa oszustwa finansowego
przez przedsiebiorstwa na podstawie podejrzanych
transakcji lub narzedzia analizy ryzyka do
przewidywania prawdopodobienstwa lokalizacji
narkotykow lub nielegalnych towarow przez organy
celne, na przyktad na podstawie znanych szlakow
przemytu.

(zob. motyw 42).
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cel/skutek

wykorzystana
metodologia/technika

nieukierunkowane pobieranie
obrazow twarzy z Internetu lub
nagran CCTV

masowe) inwigilacji i razacych
naruszen praw podstawowych,
w tym prawa do prywatnosci

tworzenie lub rozszerzanie baz
danych rozpoznawania twarzy,
co moze prowadzic¢ do poczucia

konsekwencja

bazy danych rozpoznawania
twarzy, ktore nie zostaty
utworzone poprzez
nieukierunkowane pobieranie
obrazéw twarzy z Internetu lub
nagran CCTV

zrodto: grafika wtasna - systemy oparte o bazy danych rozpoznawania twarzy.

Bazy danych rozpoznawania
twarzy (art. 5 ust. 1lit. e)

Zakazane jest wprowadzanie do obrotu, oddawanie
do uzytku w tym konkretnym celu lub
wykorzystywanie systemow sztucznej inteligenciji,
ktore tworzg lub rozszerzajg bazy danych
rozpoznawania twarzy poprzez nieukierunkowane

pobieranie obrazéw twarzy z Internetu lub nagran
CCTV.

Potrzebe wprowadzenia zakazu tworzenia

i rozszerzania baz danych rozpoznawania twarzy
poprzez nieukierunkowane skrobanie ("scraping”)
stron internetowych mozna dos¢ tatwo uzasadnic,
poniewaz taka ustuga jest juz dostepna na rynku.
Zasadniczo robi to firma o nazwie Clearview Al

i chociaz od lat toczg sie przeciwko niej
postepowania regulacyjne i sgdowe, nadal to robi
(wedtug artykutu BBC opublikowanego

w pazdzierniku 2023 r. Clearview Al zebrata okoto 30
miliardow obrazow z Internetu w swojej bazie
danych, a wedtug doniesien prasowych do 2023 r.
policja w USA zainicjowala ponad 1 milion wnioskow
0 przeszukanie).

Kilka organéw ochrony danych w UE wszczeto
postepowania przeciwko Clearview Al (np. we
Francji, Grecji, Wtoszech) i natozyto znaczne
grzywny. Firma otrzymata rowniez grzywne od ICO
(organu ochrony danych w Wielkiej Brytanii),

() LexDigital
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ale z powodzeniem zainicjowata kontrole sgdowg
(nalezy jednak podkreslic, ze orzeczenie sgdu
dotyczyto bardziej kwestii proceduralnych niz
sgdowego "zatwierdzenia" praktyk gromadzenia
danych stosowanych przez Clearview Al).

W zwigzku z zakazem wynikajgcym z aktu

o sztucznej inteligencji, gldwnym pytaniem jest, co
oznacza "nietargetowany scraping”. Zgodnie

z definicjg ICO:

web scraping polega na wykorzystaniu
zautomatyzowanego oprogramowania do
"indeksowania" stron internetowych, gromadzenia,
kopiowania i/lub wyodrebniania informacji z tych
stron oraz przechowywania tych informacji (np.

w bazie danych) w celu ich dalszego wykorzystania.
Informacje mogq byc¢ dowolne na stronie internetowej
- obrazy, filmy, tekst, dane kontaktowe itp.

Scraping. Szereg publikacji organow ochrony
danych

W ostatnim czasie organy ochrony danych zwracajg
coraz wiekszg uwage na kwestie skrobania stron
internetowych i jego wpltyw na ochrone danych,
zwlaszcza w kontekscie rozwoju i wykorzystania
sztucznej inteligencji. Odpowiednie opinie

i wytyczne organdw obejmujg na przyktad:
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1. Dokument konsultacyjny ICO, "Generatywna
sztuczna inteligencja - pierwsze wezwanie do
przedstawienia dowodéw: Podstawa prawna
skrobania stron internetowych w celu szkolenia
generatywnych modeli sztucznej inteligenciji’,

2. Wytyczne holenderskiego organu ochrony danych

dotyczgce skrobania stron internetowych

3. Wspolne oswiadczenie kilku organow ochrony
danych na ten temat (sygnatariusze obejmujg na
przyktad organy ochrony danych w Wielkiej
Brytanii, Australii, Nowej Zelandii, Maroku,
Argentynie, Kanadzie, Szwajcarii, Norwegii,
Meksyku, Hongkongu itp,)

4. Francuski organ ochrony danych (CNIL) wydat juz

wytyczne dotyczgce skrobania stron
internetowych w 2020 r. ale najnowsze

wytyczne opublikowane 2 lipca 2024 1. - obecnie w

trakcie konsultacji - ponownie poruszajg ten
temat w kontekscie rozwoju modeli sztucznej
inteligencji;

5. Wytyczne wloskiego organu ochrony danych
(Garante) w sprawie ochrony danych osobowych
przed skrobaniem stron internetowych.

Z drugiej strony mozna zauwazyc, ze firmy
rozwijajgce sztuczng inteligencje sg zainteresowane
posiadaniem jak najwiekszej ilosci danych, ktore sg
niezbedne do rozwoju ich modeli, a w stosownych
przypadkach oferujg ustugi, ktére stuzg do
informowania o dostepnych informacjach

i przygotowywania podsumowan. Firmy rozwijajgce
Al lub swiadczgce ustugi oparte na Al czesto nie
stronig od obchodzenia lub omijania zabezpieczen
stosowanych przez dostawcow tresci i operatorow
stron internetowych w celu gromadzenia
potrzebnych im danych. Warto zwroci¢ uwage na
fakt, ze bazy danych wykorzystywane do
opracowywania modeli sztucznej inteligencji mogg

www.lexdigital.pl Linkedln

() LexDigital

i pewnie zawierajg duzg liczbe obrazow uzyskanych
w wyniku nielegalnego, nieukierunkowanego
skrobania z sieci.

Rozpoznawanie emocji w miejscu
pracy i w instytucjach
edukacyjnych (art. 5 ust. 1 lit. f))

Zakazuje sie wprowadzania do obrotu, oddawania do
uzytku w tym konkretnym celu lub wykorzystywania
systemow sztucznej inteligencji do wnioskowania

0 emocjach osoby fizycznej w miejscu pracy

i w instytucjach edukacyjnych, z wyjgtkiem
przypadkow, w ktorych system sztucznej inteligencji
ma zosta¢ wprowadzony do uzytku lub do obrotu ze
wzgledow medycznych lub bezpieczenstwa.

Przyczyng czesciowego zakazu stosowania
systemOw rozpoznawania emocji sg:

[...] powazne obawy dotyczqce naukowych podstaw
systemow sztucznej inteligencji majqcych na celu
identyfikacje lub wnioskowanie o emocjach,
zwiaszcza ze ekspresja emocji rozZni sie znacznie

w zaleznosci od kultury i sytuacji, a nawet w obrebie
jednej osoby. Wsrod kluczowych wad takich systemow
znajdujq sie ograniczona niezawodnosc, brak
specyficznosci i ograniczona ogolnosc.

(zob. motyw 44).

Akt o sztucznej inteligencji definiuje system
rozpoznawania emocji jako "system sztucznej
inteligencji stuzgcy do identyfikacji lub
wnioskowania o emocjach lub intencjach oséb
fizycznych na podstawie ich danych biometrycznych”
(Akt o sztucznej inteligenciji, art. 3, pkt 39). Co
rozumiemy przez emocje w rozumieniu ustawy
0 sztucznej inteligencji? Na podstawie ustawy
0 sztucznej inteligencji:
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Pojecie to odnosi sie do emocji lub intencji, takich jak
szczescie, smutek, ztosc¢, zaskoczenie, obrzydzenie,
zaktopotanie, podniecenie, wstyd, pogarda,
zadowolenie i rozbawienie. Nie obejmuje stanow
fizycznych, takich jak bol lub zmeczenie, w tym na

przyktad systemow wykorzystywanych do wykrywania

stanu zmeczenia zawodowych pilotow lub kierowcow
w celu zapobiegania wypadkom. Nie obejmuje to
rowniez zwyktego wykrywania tatwo widocznych
wyrazen, gestow lub ruchow, chyba ze sq one
wykorzystywane do identyfikowania lub
wnioskowania o emocjach. Wyrazenia te mogq byc
podstawowymi wyrazami twarzy, takimi jak
zmarszczenie brwi lub usmiech, lub gestami, takimi
jak ruch rgk, ramion lub gtowy, lub cechami gtosu
osoby, takimi jak podniesiony gtos lub szept.

(zob. motyw 18).

Rozpoznawanie emocji w miejscu
pracy i w instytucjach
edukacyjnych (art. 5 ust. 1 lit. f))

Paul Ekman w latach 50-tych XX wieku rozpoczat
badania w tej dziedzinie. Zgodnie z jego hipotezg,
istniejg uniwersalne wyrazy twarzy, ktore
odzwierciedlajg te same emocje w réznych kulturach.
Podczas swoich badan opracowat tak zwany

cel/skutek

wykorzystana
metodologia/technika

System Kodowania Akcji Mimicznych (Facial Action
Coding System, FACS). Teoria i system Ekmana byty
szeroko krytykowane, a debaty nadal toczg sie wokot
mozliwos$ci i ograniczen rozpoznawania emocji.
Badania Ekmana zainspirowaty réwniez serie filmow
"Magia ktamstwa" (2009), w ktorych gtéwny bohater
grany przez Tima Rotha doskonale rozpoznawat
emocje z mimiki twarzy.

W tym obszarze kontrowersji pojawita sie sztuczna
inteligencja, ktorej zastosowanie w rozpoznawaniu
emocji rowniez wywotuje ostre debaty i krytyke.

O informatyce afektywnej przeczytacie w ksigzce
Rosalind W. Picard, ktora w 1995 roku zadebiutowata
Z t3 wizjg uczenia maszynowego w swojej ksigzce
Affective Computing. Wedtug Rosalind Picard, jesli
chcemy, aby komputery byly naprawde inteligentne
i wchodzity z nami w naturalng interakcje, musimy
da¢ im mozliwos¢ rozpoznawania, rozumienia,

a nawet posiadania i wyrazania emocji.

Picard przewidziata w swej ksigzce przysziosc,

w ktorej sztuczna inteligencja bedzie w stanie
interpretowac gniew i frustracje uzytkownika, ale
takze wyrazac wszystkie rodzaje emocji - prowadzgc
nie tylko do bardziej inteligentnego projektowania
produktow, ale takze do nowych zastosowan

w medycynie, nauce i sztuce kreatywnej.

konsekwencja

whnioskowanie o emocjach osoby
fizycznej

w obszarach miejsca pracy i
iInstytucji edukacyjnych

korzystanie z takich systemow
moze prowadzic do
dyskryminujacych wynikow |
moze naruszac prawa i wolnosci
zainteresowanych oséb lub
moze prowadzic do szkodliwego
lub niekorzystnego traktowania
osob, ktorych to dotyczy.

(zob. motyw (44))

systemy Al wprowadzane na
rynek wytacznie ze wzgledow
medycznych lub
bezpieczenstwa, takie jak
systemy przeznaczone do uzytku
terapeutycznego

zrodto: grafika wtasna - systemy rozpoznajace emocje w miejscu pracy lub instytucji edukacyjne;j.
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W ciggu nastepnych lat trwala debata o zyski

i ryzyka zwigzane z ER (Emotion Recognition).
ER uniemozliwial zatrudnianie ludzi, blednie
identyfikowal ludzi jako podejrzanych

o popelienie przestepstwa. Te obawy jak widac¢
znalazly swoje szczegolne miejsce w Al act.

Glowng obawg, zgodnie z motywem 44 aktu o
sztucznej inteligencji, jest to, ze systemy
rozpoznawania lub wnioskowania o emocjach mogg
prowadzi¢ do dyskryminujgcych wynikow i mogg
naruszac¢ prawa podstawowe i wolnosci
zainteresowanych osob. Wskazuje sie tu na fakt, iz
ekspresja emocji moze roznic sie znacznie

w zaleznosci od kultury i sytuacji, a nawet w obrebie
jednej osoby.

Niemniej jednak ustawa o sztucznej inteligencji nie
ustanawia ogdlnego zakazu, ale koncentruje sie na
sytuacjach, w ktorych istnieje ogdlna nierbwnowaga
sit, takich jak miejsca pracy i instytucje edukacyjne.
Jednak nawet w tym kontekscie mozliwe sg wyjatki
od zakazu ze wzgledow medycznych (np. systemy Al
do uzytku terapeutycznego) lub bezpieczenstwa.

Systemy rozpoznawania emocji, przynajmniej te,
ktore nie wchodzg w zakres zakazanych praktyk Al,
sg systemami Al wysokiego ryzyka (zob. zatgcznik III
do ustawy o Al) i podlegajg rowniez obowigzkom
informacyjnym (art. 50 ust. 3 aktu o sztucznej
inteligencji).

A tym czasem wielkos¢ rynku wykrywania

i rozpoznawania emocji zostata wyceniona na
38262,21 mln USD w 2023 r. i przewiduje sie, ze
osiggnie 95414,62 mln USD do 2031 r.

MARKET

Global Emotion Detection And Recognition VTY VERIFIED °
RESEARCH

Market

$ 95414.62
Million

. 12.10 %

CAGR from

' \’ 2024 to 2031
$ 38262.21
Million l

Source:

2024 2025 2026 2027 2028 2029 2030 2031

zrodto: https://www.verifiedmarketresearch....
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Rynek wykrywania i rozpoznawania emocji odnosi
sie do branzy skoncentrowanej na opracowywaniu
i wdrazaniu technologii zaprojektowanych w celu
identyfikacji, interpretacji i reagowania na ludzkie
emocje.

Rynek ten obejmuje szeroki zakres zastosowan

w roznych sektorach, w tym w opiece zdrowotnej,
handlu detalicznym, rozrywce, motoryzacji i nie
tylko. Patrzgc z perspektywy rodzajow aplikacji
Wykorzystanie ER intensywnie wykorzystujg

i rozwijajg dostawcy aplikacji z branz:

e Marketing i reklama: Technologie wykrywania
i rozpoznawania emocji sg wykorzystywane
w kampaniach marketingowych i reklamowych do
oceny reakcji konsumentéw, dostosowywania
komunikatow i zwiekszania zaangazowania
w oparciu o sygnaly emocjonalne.

e Zarzadzanie doswiadczeniem klienta: Firmy
wykorzystujg rozwigzania do wykrywania
i rozpoznawania emocji, aby zrozumiec¢ emocje
i nastroje klientow podczas interakcji,
umozliwiajgc im personalizacje doswiadczen,
poprawe satysfakcji i zwiekszenie lojalnosci.

e Opieka zdrowotna i wellness: W opiece
zdrowotnej technologie wykrywania
i rozpoznawania emocji sg wykorzystywane do
takich zastosowan, jak monitorowanie pacjentow,
ocena zdrowia psychicznego i interwencje
terapeutyczne, utatwiajgc bardziej
spersonalizowang i skuteczng opieke.

e Bezpieczenstwo i nadzor: Systemy wykrywania
i rozpoznawania emocji sg wykorzystywane
w aplikacjach bezpieczenstwa i nadzoru do
identyfikacji podejrzanych zachowan,
wykrywania potencjalnych zagrozen
i zwiekszania Srodkow bezpieczenstwa
w przestrzeni publicznej i infrastrukturze
krytycznej.

e Edukacja i szkolenia: Technologie te sg coraz
czesciej integrowane z platformami edukacyjnymi
i programami szkoleniowymi w celu oceny
zaangazowania uczniow, dostarczania
spersonalizowanych informacji zwrotnych
i zwiekszania skutecznosci nauczania i uczenia

sie.

Sierpiet 2024 nr9/2024 @


https://www.verifiedmarketresearch.com/product/emotion-detection-and-recognition-market
https://www.verifiedmarketresearch.com/product/emotion-detection-and-recognition-market
https://www.verifiedmarketresearch.com/product/emotion-detection-and-recognition-market
https://www.verifiedmarketresearch.com/product/emotion-detection-and-recognition-market
https://www.lexdigital.pl
https://www.linkedin.com/company/lexdigital_pl/?originalSubdomain=pl

A biorgc pod uwage perspektywe "podmiotu Pisze o tym wszystkim szerzej, pewnie przez wzglad

stosujgcego” (zob. definicje art. 3 pkt 34 aktu o Al), na swoje zaciecie w obszarze praw podstawowych
z tego dobrodziejstwa korzystajg: uzytkownikow i wolnosci osob przy legalnym
i mozliwie minimalnych wykorzystaniu realnych
e Przedsiebiorstwa: Rozwigzania do wykrywania danych osobowych, co wydaje sie nie byc po drodze z
i rozpoznawania emocji sg wykorzystywane przez rozwojem tych technologii.

przedsiebiorstwa do réznych zastosowan, w tym

obstugi klienta, angazowania pracownikow

i wspomagania decyzji, w celu poprawy Biometryczne systemy

wydajnosci operacyjnej i konkurencyjnosci. kategoryzacji (art. 5 ust. 1 lit. g))
 Rzad i obrona: Agencje rzgdowe i organizacje

obronne wykorzystujg technologie wykrywania

i rozpoznawania emocji do celow bezpieczenstwa

i wywiadu, w tym kontroli granicznej,

egzekwowania prawa i wykrywania zagrozen.

e Dostawcy ustug medycznych: Dostawcy opieki
zdrowotnej integrujg te technologie w warunkach
klinicznych w celu monitorowania pacjentow,
diagnostyki i planowania leczenia, poprawiajgc
wyniki pacjentow i Swiadczenie opieki
zdrowotnej.

 Handel detaliczny i elektroniczny: W sektorze
handlu detalicznego systemy wykrywania
i rozpoznawania emocji sg wykorzystywane do
analizy zachowan kupujgcych, personalizacji
rekomendacji produktéw i optymalizacji uktadow
sklepow w celu poprawy doswiadczen
zakupowych i zwiekszenia sprzedazy.

e Media i rozrywka: Technologie wykrywania
i rozpoznawania emocji odgrywajg kluczowg role
w branzy medialnej i rozrywkowej w zakresie
personalizacji tresci, analizy zaangazowania
odbiorcow i interaktywnych doswiadczen,
wzbogacajgc oferte rozrywkowg i zwiekszajac
satysfakcje widzow.

Zakazane sg systemy kategoryzacji biometrycznej,
ktore kategoryzujg poszczegolne osoby fizyczne na
podstawie ich danych biometrycznych w celu
ustalenia lub wywnioskowania ich rasy, pogladow
politycznych, przynaleznosci do zwigzkow
zawodowych, przekonan religijnych lub
filozoficznych, zycia seksualnego lub orientacji
seksualnej.

Zakaz ten nie obejmuje etykietowania lub filtrowania
legalnie pozyskanych zbiorow danych
biometrycznych, takich jak obrazy, na podstawie
danych biometrycznych lub kategoryzacji danych
biometrycznych w obszarze egzekwowania prawa.

Zgodnie z aktem o sztucznej inteligencji system
kategoryzacji biometrycznej oznacza "system
sztucznej inteligencji stuzqcy do przypisywania osob
fizycznych do okreslonych kategorii na podstawie ich
danych biometrycznych, chyba ze ma on charakter
pomocniczy w stosunku do innej ustugi komercyjnej

i jest bezwzglednie konieczny z obiektywnych przyczyn

wykorzystana cel/skutek konsekwencja
metodologia/technika

Kategoryzowanie Dedukowanie lub wnioskowanie wszelkie etykietowanie lub filtrowanie legalnie

poszczegolnych osob fizycznych o rasie, pogladach politycznych, pozyskanych zbioréw danych biometrycznych,

na podstawie ich danych przynaleznosci do zwiazkoéw takich jak obrazy, w oparciu o dane

biometrycznych zawodowych, przekonaniach biometryczne lub kategoryzowanie danych
religijnych lub filozoficznych, biometrycznych w obszarze egzekwowania
zyciu seksualnym lub orientacji prawa (takie jak sortowanie obrazow wedtug
seksualnej osoby, ktorej to koloru wtosoéw lub oczu, ktére moga by¢ na
dotyczy przyktad wykorzystywane w obszarze

egzekwowania prawa).

zrodto: grafika wtasna - biometryczne systemy kategoryzac;ji.
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technicznych”
(art. 3 pkt 40 aktu o sztucznej inteligencji).

Pojecie danych biometrycznych nalezy rozumiec
zgodnie z definicjg zawartg w przepisach o ochronie
danych osobowych, tj. "dane biometryczne oznaczajq

dane osobowe wynikajqgce ze specjalnego przetwarzania

technicznego, odnoszqce sie do cech fizycznych,
fizjologicznych lub behawioralnych osoby fizycznej,
takie jak wizerunek twarzy lub dane daktyloskopijne"
(zob. art. 3 pkt 34 aktu o Al a definicje w przepisach
o ochronie danych, zob. art. 4(14) RODO, art. 4(15)
RODO i art. 4(16) RODO. 4(14) RODO).

Akt o sztucznej inteligencji przewiduje wyjgtki od
zakazu stosowania biometrycznych systeméw
kategoryzacji, a ich przyklady mozna znalez¢

w motywie ustawy o sztucznej inteligencji (zob.
motyw 30, podkreslenie dodane):

Zakaz ten nie powinien obejmowac zgodnego

z prawem etykietowania, filtrowania lub
kategoryzacji zbiorow danych biometrycznych,
pozyskanych zgodnie z prawem Unii lub prawem
krajowym, wedtug danych biometrycznych, takiego
jak sortowanie obrazow wedtug koloru wtosow lub
koloru oczu, ktore mozna na przyktad wykorzystac
w obszarze scigania przestepstw.

Poniewaz dane biometryczne nalezg do
szczegolnych kategorii danych osobowych, jesli
systemy kategoryzacji biometrycznej nie sg
zabronione, kwalifikujg sie jako systemy
sztucznej inteligencji wysokiego ryzyka (zob.
zalgcznik III do ustawy o sztucznej inteligencji).
Podlegaja one rowniez obowigzkom w zakresie
przejrzystosci wynikajgcym z aktu o sztucznej
inteligencji, jezeli systemy te nie sg zakazane
(art. 50 ust. 3 ustawy o sztucznej inteligencji).

Ustawa o sztucznej inteligencji definiuje rowniez
egzekwowania prawa, ktore oznacza "dziatania
prowadzone przez organy scigania lub w ich imieniu
w celu zapobiegania, dochodzenia, wykrywania lub
scigania przestepstw lub wykonywania sankcji
karnych, w tym ochrony przed zagrozeniami dla
bezpieczenstwa publicznego i zapobiegania takim
zagrozeniom" (zob. art. 3 pkt 46).

www.lexdigital.pl Linkedln
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Zdalne systemy identyfikacji
biometrycznej "w czasie
rzeczywistym” w publicznie
dostepnych przestrzeniach do
celow egzekwowania prawa (art. 5
ust. 1lit. h)

Stosowanie zdalnych systemow identyfikacji
biometrycznej "w czasie rzeczywistym" w przestrzeni
publicznie dostepnej do celow egzekwowania prawa
jest zabronione, chyba ze i w zakresie, w jakim takie
wykorzystanie jest absolutnie niezbedne do jednego
z nastepujgcych celow:

1. Ukierunkowane poszukiwanie konkretnych ofiar
uprowadzen, handlu ludzmi lub wykorzystywania
seksualnego ludzi, a takze poszukiwanie 0sob
zaginionych;

2. Zapobieganie konkretnemu, znaczgcemu

i bezposredniemu zagrozeniu zycia lub
bezpieczenstwa fizycznego oséb fizycznych lub
rzeczywistemu i obecnemu lub rzeczywistemu
i przewidywalnemu zagrozeniu atakiem
terrorystycznym;

3. Zlokalizowania lub zidentyfikowania osoby

podejrzanej o popelnienie przestepstwa do celéw
prowadzenia dochodzenia lub Scigania

w sprawach karnych lub wykonania sankcji karnej
za przestepstwa, o ktérych mowa w zatgczniku II

i ktore w danym panstwie cztonkowskim
podlegajg karze pozbawienia wolnosci lub
srodkowi zabezpieczajgcemu polegajgcemu na
pozbawieniu wolnosci przez maksymalny okres co
najmniej czterech lat.

Definiujgc zakres tego zakazu, musimy przede
wszystkim wyjasni¢ zwigzane z nim pojecia. Zgodnie
z ustawg o sztucznej inteligencji (zob. art. 3 pkt 35

i 41-43 aktu o sztucznej inteligencji):

e identyfikacja biometryczna oznacza
zautomatyzowane rozpoznawanie fizycznych,
fizjologicznych, behawioralnych lub
psychologicznych cech ludzkich w celu ustalenia
tozsamosci osoby fizycznej poprzez poréwnanie
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danych biometrycznych tej osoby fizycznej z danymi
biometrycznymi osob fizycznych przechowywanymi

w bazie danych;

system zdalnej identyfikacji

biometrycznej oznacza system sztucznej
inteligencji stuzgcy do identyfikacji osob
fizycznych, bez ich aktywnego udziatu, zazwyczaj
na odlegtos¢, poprzez porownanie danych
biometrycznych danej osoby z danymi
biometrycznymi zawartymi w referencyjnej bazie
danych;

system zdalnej identyfikacji biometrycznej

W czasie rzeczywistym oznacza system zdalnej
identyfikacji biometrycznej, w ktérym pobieranie
danych biometrycznych, porownywanie

i identyfikacja odbywajg sie bez znaczgcego
opOznienia, obejmujgc nie tylko natychmiastowg
identyfikacje, ale takze ograniczone krotkie
opoOznienia w celu unikniecia obchodzenia

o inteligencji przestrzen publicznie dostepna
oznacza "kazde publiczne lub prywatne miejsce
fizyczne dostepne dla nieokreslonej liczby oséb
fizycznych, niezaleznie od tego, czy moga miec
zastosowanie okreslone warunki dostepu

i niezaleznie od potencjalnych ograniczen
przepustowosci” (zob. art. 3 pkt 44 aktu o sztucznej
inteligencji). Motyw 19 aktu o sztucznej inteligencji
zawiera rowniez bardziej szczegétowe wytyczne
dotyczgce interpretacji pojecia przestrzeni publicznie
dostepnych:

Do celow niniejszego rozporzqdzenia pojecie
,przestrzeni publicznej” nalezy rozumiec jako
odnoszqce sie do kazdej przestrzeni fizycznej, ktora
jest dostepna dla nieokreslonej liczby 0sob fizycznych,
niezaleznie od tego, czy dana przestrzen jest
wtasnosciq prywatnq czy publiczng, a takze
niezaleznie od rodzaju dziatalnosci, dla ktorej sie jq

przepisow; wykorzystuje, takiej jak dziatalnos¢ handlowa (na
o system zdalnej identyfikacji biometrycznej przyktad sklepy, restauracje, kawiarnie), dziatalnosc¢
"po” oznacza system zdalnej identyfikacii ustugowa (na przyktad banki, dziatalnosc¢ zawodowa,
biometrycznej inny niz system zdalnej hotelarstwo), dziatalnosc sportowa (na przyktad
identyfikacji biometrycznej w czasie baseny, sale do ¢wiczen, stadiony), dziatalnosc¢
rzeczywistym. transportowa (na przyktad dworce autobusowe
i kolejowe, stacje metra, lotniska, srodki transportu),
Biorgc pod uwage, ze zakaz dotyczy korzystania dziatalnos¢ rozrywkowa (na przyktad kina, teatry,
7 takich systemédw w miejscach publicznie muzea, sale koncertowe i konferencyjne) lub
dostepnych, wazne jest réwniez wyjasnienie, co przestrzenie stuzqce wypoczynkowi lub innym celom

mozna uznac za takie miejsca. Zgodnie z aktem

wykorzystana cel/skutek konsekwencja
metodologia/technika

zdalne systemy identyfikacji szczegolnie ingeruje w prawa i takie wykorzystanie jest Scisle

biometryczne) w czasie wolnosSci osob, ktorych dotyczy, niezbedne do realizacji

rzeczywistym w zakresie, w jakim moze okreslonych celéw zwiazanych z
wptywac na zycie prywatne egzekwowaniem prawa,

(w publicznie dostepnych duzej czesci spoteczenstwa, zdefiniowanych w ustawie Al

miejscach do celow wywotywac poczucie ciggtego

egzekwowania prawa) nadzoru i posrednio zniechecac

do korzystania z wolnosci
zgromadzen i innych praw
podstawowych (motyw (32))

zrodto: grafika wtasna - systemy biometrycznej identyfikacji w czasie rzeczywistym.
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(na przyktad drogi publiczne i place, parki, lasy Podsumowanie
i place zabaw). Przestrzen nalezy uznac za przestrzen

publiczng rowniez wtedy, gdy niezaleznie od
potencjalnych ograniczen w zakresie pojemnosci lub
bezpieczenstwa, dostep do niej podlega pewnym
okreslonym z gory warunkom, ktore mogq zostac
spetnione przez nieokreslonq liczbe osob, takich jak
zakup biletu wstepu lub biletu na przejazd, uprzednia
rejestracja lub osiggniecie okreslonego wieku. Danej
przestrzeni nie nalezy natomiast uznawac za
przestrzen publiczng, jesli dostep do niej ograniczony
jest do konkretnych i okreslonych o0sob fizycznych na
mocy prawa Unii lub prawa krajowego bezposrednio
zwiqgzanego z bezpieczenstwem publicznym lub
ochrong publiczngq [...] lub w wyniku wyraznego
wyrazenia woli przez osobe posiadajgcq odpowiednie
uprawnienia zwiqgzane z takq przestrzeniq. Faktyczna
mozliwos¢ samego dostepu (taka jak niezamkniete
drzwi, otwarta bramka w ogrodzeniu) nie oznacza, ze
dana przestrzen stanowi przestrzen publiczng, jesli
istniejq wskazania lub okolicznosci sugerujgce inaczej
(takie jak znaki zakazujgce dostepu lub go
ograniczajgce). Tereny przedsiebiorstw i fabryk,

a takze biura i miejsca pracy, do ktorych dostep
powinni mie¢ wytqcznie odpowiedni pracownicy

i ustugodawcy, to przestrzenie, ktore nie stanowiq
przestrzeni publicznej. Do przestrzeni publicznej nie
zaliczajq sie wiezienia ani strefy kontroli graniczne;j.
Niektore przestrzenie mogq zawierac zarowno
przestrzenie publiczne, jak i niepubliczne, takie jak
hol w prywatnym budynku mieszkalnym prowadzqgcy
do gabinetu lekarskiego lub lotnisko. Przestrzenie
internetowe rowniez nie sq objete tym pojeciem,
poniewaz nie sq to przestrzenie fizyczne. To, czy dana
przestrzen jest dostepna publicznie powinno byc¢
jednak ustalane indywidualnie w kazdym przypadku,
z uwzglednieniem specyfiki danej sytuacji.

Jesli potrzebujesz pomocy w kwestiach
usystematyzowania zgodnie z aktem o sztuczne;j
inteligencji wykorzystania modeli czy systemow Al
w swojej firmie lub masz pomysty, ktore chciatbys
wdrozy¢, zachecamy nie tylko do lektury naszych
artykutow, ale przede wszystkim do wspotpracy. Nie
wahaj sie z nami skontaktowac. Czas wdrozen
kolejnych obowigzkéw zgodnie z Al Act nieubtaganie
biegnie!
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